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Abstract

1 WhoamI?

I am a Principal Scientist and manager of the Document Image Decoding research area at the Xerox Palo Alto Research
Center.

My research interests include document image analysis, digital libraries, the design and analysis of algorithms, computa-
tional geometry, computer vision, combinatorial optimization, and software engineering.

In recent years I have focused on algorithms and systems architecture for extremely versatile printed-page readers that
are easily retargetable to new applications, including non-English languages and non-Latin writing systems. A current ma-
jor interest of mine is quantitative stochastic models of image degradation, their validation and calibration, and their use in
characterizing the intrinsic difficulty (Bayes risk) of recognition problems and in constructing optimal classifiers and adaptive
recognition systems — and, now, in precisely mapping the failure modes of machine vision systems. This is one example of
the “model-directed” recognition strategy which distinguishes much of our DID area’s research.

2 My Experience with HIPs

In the Fall 2000 term Prof. Richard Fateman and I taught a graduate level course “Document Image Analusis” in the CS
Dept at UC Berkeley. During my discussion of document image degradation models, Prof. Manuel Blum dropped into the
class and asked if these models could form the basis of a Turing Test. Right away I saw that they could, and I have been excited
by the prospect ever since.

Allison Coates kindly agreed to do a class project on what we called “Pessimal Print,” a means for printing text with just
enough noise to baffle machines but not enough to trouble people. The heart of this project was a systematic search, helped
along by a team of human volunteers and by automated tests using three excellent modern OCR machines, for ranges of pa-
rameters of our noise model where the right behavior occurs. Happily, Allison found a sweet spot: certain ranges of words,
typefaces, and image degradations, described in our paper [CBFO1].

Thus, ¢ had builta CAPTCHA for all humans based on a machine-vision ability gap. The use of English words as challenges
makes it, we feel, particularly comfortable for naive users of the Web including children. Our experience so far suggests that
only a single challenge-word is required for very high (;99and rejecting machines.

It is worth stressing that the gap in image pattern recognition ability between human and machine vision systems is well—
known, extensively studied, and mapped quantitatively and systematically. I has been known for several years that low—
quality images of printed—text documents pose particularly serious challenges to current image pattern recognition technolo-
gies [RIN96,RNN99]. In an attempt to understand the nature and severity of these challenges, models of document image
degradations [Bai92,Kan96] have been developed and used to explore the limitations [HB97] of image pattern recognition



algorithms. The model of [Bai92], used in Pessimal Print, approximates ten aspects of the physics of machine—printing and
imaging of text, including spatial sampling rate and error, affine spatial deformations, jitter, speckle, blurring, thresholding,
and symbol size. Figure 1 shows examples of text images that were synthetically degraded according to certain parameter

settings of this model.
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Figure 1. Examples of synthetically generated images of machine—printed
words, in various typefaces and degraded pseudo-randomly.
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You — dear racader — should be able, with little or no conscious effort, to read all these images: so will, we expect, almost
every person literate in the Latin alphabet, familiar with the English language, and with some years of reading experience. The
image quality of these cases of “pessimal print” is far worse than people routinely encounter, but it’s not quite bad enough to
defeat the human visual system.

However, many of the best present-day OCR machines are baffled by these images, as Allison Coates’ data showed.

3 Current State of Pessimal Print

Kris Popat of PARC has incorporated the Pessimal Print CAPTCHA into an experimental web site which he will demon-
strate at this Workshop. It is esentially Coates’ method extended to dozens of typefaces. The admittedly small-scale experi-
ments we have been able to conduct so far, on only a few thousand images, suggest that Pessimal Print has all of these highly
desirable properties for a practically useful CAPTCHA:

o the test’s challenges can be automatically generated;
o the number of distinct challenges generated is effectively unlimited;

o the test can be taken quickly and comfortably by human users, including children, naive Web users, and non-English
speakers;

o the correct answer to each challenge is unique, unambiguous, brief, and easy to respond with;
o the test will accept virtually all human users with high reliability while rejecting very few;
o the test will reject virtually all machine users; and

o the test will (arguably) resist attack for many years even as technology advances and even if the test’s algorithms are
known (e.g. published and/or released as open source).

4 Future Challenges

Certainly, far larger experimental trials are needed to measure Pessimal Print’s effectiveness.

Perhaps the most immediate objection to basing CAPTCHAs on machine readin is the sense, espcecially among people who
have not biult OCR systems, that the problem may be easily solved — and thus the CAPTCHA defeated — with a little more
engineering effort. On the other side of the argument is the fact that the pace of evolution of OCR and other species of machine
vision has been slow for many decades, slow enough to provoke sharp comments in the literature [NS96,Pav00]. Machine-
vision professionals with field experience with the best OCR systems are typically cautious in predicting breakthroughs. We
notice that few, if any, machine vision technologies have simultancously achieved all three of these desirable characteristics:
high accuracy, full automation, and versatility. Versatility — by which we mean the ability to cope with a great variety of



types of images — is perhaps the most intractable of these, and it is the one that pessimal print, with its wide range of image
quality variations, challenges most strongly.

If an arms race develops, can we (the good guys) keep ahead, given a serious effort to advance machine—vision technology,
and assuming that the design principles — perhaps even the source code — of the test are known to attackers? Even given
such major hints as the dictionary of words, the nature of the distortions, the fonts, sizes and other considerations, a successful
attack would probably require substantially more real time than humans, at least for the near future. A statistic today suggests
about 200 msec per comparison between isolated handprinted digits, using fast 2001 year workstations; many comparisons
over a far larger set would be needed to solve this problem.

We can be confident that wider ranges of cases, involving other degradation parameters and other typefaces, exhibiting the
right properties, can be found through straightforward experiment. Blum et al [BALOO] have experimented, on their website
www . captcha.net, with degradations that are not only due to imperfect printing and imaging, but include color, overlap-
ping of words, non-linear distortions, and complex or random backgrounds. The diversity of other means of bafflement ready
to hand suggest to us that the range of effective text—image challenges at our disposal is enough to stay ahead of attackers.

A more difficult question to answer — and one that arises with many CAPTCHA technologies — is: how will we know if
teh CAPTCHA has been broken, and so that the arms race has entered a new phase?

An ability gap exists for other species of machine vision, of course, and in the recognition of non—text images, such as line—
drawings, faces, and various objects in natural scenes. One might reasonably intuit that these would be harder and so decide
to use them rather than images of text. This intuition is not supported by the Cognitive Science literature on human reading of
words. There is no consensus on whether recognition occurs letter—by-letter or by a word—template model [Cro82,KWB80];
some theories stress the importance of contextual clues [GKB83] from natural language and pragmatic knowledge. Further-
more, almost all research on human reading has used perfectly formed images of text: no theory has been proposed for mech-
anisms underlying the human ability to read despite extreme segmentation (merging and fragmentation) problems.

There are other, pragmatic, reasons to use images of text as challenges: the correct answer is unambiguously clear; the
answer maps into a unique sequence of keystrokes; and itis straightforward automatically to label every challenge, even among
hundreds of millions of distinct ones, with its answer. These advantages are lacking, or harder to achieve, for images of objects
or natural scenes.

It might be good in the future to locate the limits of human reading in our degradation space: that is, at what pointdo humans
find degraded words unreadable; do we smoothly decay or do we show the same kind of “falling off a cliff” phenomenon as
machines but just at another level?
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