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Abstract

We present a correspondence between probabilistic retrieval models based on document generation
and those based on query generation. We then propose a framework that combines document models
and query models using a probabilistic ranking function, casting the retrieval problem in terms of risk
minimization.

1. Document Generation vs. Query Generation

We begin by comparing two basic probabilistic retrieval models, one based on document generation and the other
based on query generation, showing how each of the two approaches rank documents based on the posterior log-
odds ratio of relevance.

In the standard probabilistic approach, the underlying probability model is a generative model of documents
from queries (Robertson & Sparck Jones, 1976; Sparck Jones et al., 2000). We suppose that a document is
generated from a query using a binary latent variable that indicates whether or not the document is relevant
to the query. Following Sparck Jones et al. (2000), we will denote by ¢ (like) and £ (not like) the value of the
relevance variable. Thus,

p(dla)=p(|a)p(d|l,q)+p(l|q)p(d|L q)

Documents are then ranked according to the posterior log-odds ratio log (p(¢|d,q)/p(¢|d,q)). Using Bayes’
rule, this ratio can be written as
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where bq = log(p(¢|q)/p(£|q)) is a bias constant that depends only on the query, and thus does not affect
ranking. One of the motivating considerations for this formal framework is that it satisfies the relevance ranking
principle.

Note that if we make the conditional independence assumption p(d|¢,q) = p(d|¢), the log-odds ratio cannot
be simplified further, although it can be reexpressed as
p(d|4q)
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The probabilistic approach based on document generation typically then proceeds by assuming document at-
tributes are generated independently, so that the posterior log-odds can be written as a sum of log-odds ratios.

Now, in any interesting inference problem, there will be more than one way in which to apply the chain rule.
In what has come to be called “the language modeling approach,” the underlying probability model is instead



a generative model of queries from documents. While most work in the language modeling approach has not
explicitly modeled relevance, let’s see what happens when we do. As above, we introduce a binary latent variable
that indicates whether or not the document is relevant to the query. The query model p(q |d) can then be written
as

p(ald)=p(¢|d)p(all.d)+p(£|d)p(q|l,d)

Proceeding as before, we rank documents according to the posterior log-odds ratio log (p(¢|d,q)/p(¢|d,q)).
Using Bayes’ rule, under the above probabilistic model this ratio can be written as
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We now make the following independence assumption: p(q|f,d) = p(q|¥¢); that is, conditioned on the event
that the document is not relevant to the query, the query is generated using a model that does not depend on
the particular document. Then the log-odds ratio becomes

p(¢|d,q) p]d)
log ————= logp(ql|f,d) + log — +b
p((1d,q) (alt.d) +log 7 g + b
where by = —log p(q| {) is a new bias constant that depends only on the query. As before, this formal framework

based on query generation satisfies the relevance ranking principle.

At this point we can make some further independence assumptions, assuming that the query terms are generated
independently, so that the posterior log-odds can be written as a (penalized) log-likelihood:

p(€]d,q) arme
p(0d,q) & pa)

If the prior probability of a document being “liked” is independent of d, then the ranking is determined solely
by the log-likelihood term. Researchers have been referring to the distribution p(-|¢,d) as a document language
model, or simply as a language model.

> logp(gi|L.d) +1

In previous discussions of the language modeling approach, an explicit use of a relevance variable has not been
made. However, we see from the derivation above that introducing an explicit relevance model is, operationally,
of no consequence. This is due to the fact that, unlike in the document generation model, the “irrelevant”
language model p(q|f) is irrelevant—it only enters into the bias constant, and so can be ignored. We refer to
Lavrenko and Croft (2001) for a different introduction of relevance into the language modeling approach.

Assigning interpretations to the language model probabilities appears to have caused great confusion. In par-
ticular, it has led to researchers to conclude that the language modeling approach only makes sense if a single
document is returned to the user, or that the model becomes inconsistent in the presence of explicit relevance
information. However, the derivation just presented shows that in terms of the relevance ranking principle and
interpretation of the ranking process, this approach is on equal footing with the traditional probabilistic approach
that generates documents from queries. It provides an answer to the question “Where’s the relevance?” which
has been asked of the language modeling approach.

2. The Importance of Being Reversed

While the derivation given in the previous section puts the language modeling approach and the traditional
probabilistic model on equal terms, there are many important differences that result from reversing things to
generate the query from the document.

First, in the language modeling approach we have an explicit notion of the importance of a document, represented
in the term logp(¢|d)/(1 — p(¢|d)). In previous formulations, this role was played by the “document prior”
p(d) (Berger & Lafferty, 1999; Miller et al., 1999). While to date the document prior has not been significant



for TREC evaluations, for many real applications its use can be expected to be essential. Note, for example, the
success of using query-independent scores that assesses the importance of documents based on hyperlink analysis
in Web text retrieval (Brin & Page, 1998).

A second important difference is associated with the need for document normalization. In the standard approach,
the use of log-odds ratios is essential to account for the fact that different documents have different numbers
of terms. Ranking based on document likelihoods p(d |¥¢,q) would not be effective because the procedure is
inherently biased against long documents. This observation is symptomatic of a larger problem: by making
strong independence assumptions we have an incorrect model of relevant documents. In the language modeling
approach, things are reversed to generate the input—the query q. As a result, competing documents are scored
using the same number probabilities p(g; | ¢, d), and document normalization is not a crucial issue. More generally,
incorrect independence assumptions in the model may be mitigated by predicting the input. This advantage
of “reverse channel” approaches to statistical natural language processing has been observed in many other
applications, most notably statistical machine translation (Brown et al., 1990).

Perhaps the most important consequence of being reversed, however, lies in the fact that by conditioning on the
document d, we have a larger foothold for estimating a statistical model. The entire document and, potentially,
related documents, can be used to build a language model, and a great deal is known about techniques for
estimating such language models from other applications, in particular speech recognition (Bahl et al., 1983). A
study of smoothing methods for document language models applied to IR is given in (Zhai & Lafferty, 2001).

3. Combining Query Models and Document Models

We now outline a new formal model that combines document generation models and query generation models.
One of the primary motivations is to address what we view as several difficulties with the translation model
approach to semantic smoothing in the language modeling framework (Berger & Lafferty, 1999; Berger, 2001).
The fundamental problem is that the translation models ¢(g | w) must be estimated from training data. For this
purpose, Berger and Lafferty (1999) generate an artificial collection of “synthetic” data. It is unlikely that a
sufficiently large collection of relevance judgments will be available to estimate such models on actual user data.
In addition, the use of translation models appears to be inefficient, as the model involves a sum over all terms in
the document. The translation probabilities are also context-independent, and are therefore unable to directly
incorporate word-sense information and context into the language models. Our formal framework is designed to
combine language models for the user and specific query, together with document language models. Although
the framework is quite general, we will actually only describe it in very special cases.

We view a query as being the output of some probabilistic model associated with a user; similarly, we view a
document as being the output of some probabilistic model associated with an author. A query (document) is
the result of choosing a model, and then generating the query (document) using that model. The query model
could, in principle, encode detailed knowledge about a user’s information need and the context in which they
make their query. Similarly, the document model could encode complex information about a document and its
author, but in its basic form the document model will be a simple multinomial model on terms. To measure the
“relevance” of a document to a query, we use a loss function between models, and define relevance in terms of
the expected value of this loss, averaged over all models.

More formally, let 6g denote the parameters of a query model, and let fp denote the parameters of a document
model. A user U generates a query by first selecting g, according to a distribution p(6g |U). Using this model,
a query g is then generated with probability p(q|6g, ). Similarly, a (fictitious) author selects a document
model Op according to a model p(fp |C), and then uses this language model to generate a document d.

We assume now that there is a loss function L(fg,0p) between query and document models. If the models
0,0 are similar, then L(6,6") should be small. For a given loss function, we define R(d;q) as the expected loss
(posterior mean) under the above probabilistic model. Thus,

def

R(diq) * E[L|d,q = / / L(80.00) p(6n | d.C) p(8q | a.U) dbo dbr
epdog

Note that the model selection probabilities p(6p |C) and p(6¢g |U) play a role analogous to priors in Bayesian



Model selection Query generation
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def

R(d;q) = E[L|d,q]

Figure 1. Formal framework for query models and document models. User U selects a query model ¢ which is used to
generate a query q. Similarly, a fictitious collection author C creates a document by selecting a document language model
with parameters 6p, and uses this to generate a document d. The risk R(d;q) is defined as the expectation of a loss
function L(0q,0p).

decision theory, and p(fg | q,U) is a posterior probability
p(alfq,U)p(dq |U)
p(ali)

(and similarly for the document model). Because of this connection, and to avoid confusion with the traditional
notion of relevance, we will refer to R(d;q) as the risk due to answering query q with document d.

p(0qla.U) =

In this framework, a retrieval system is designed to return a document (or documents) d*(q) that minimizes the
risk
d*(q) = argminR(d;q)
dec

Note that there is not an explicit notion of relevance in the underlying models; rather relevance enters only in
the particular loss function used. Moreover, note that the risk R(d;q) for a given document is not assumed to
be independent of the risk of other documents in the collection; indeed, the prior p(6p |C) will in general take
the entire document collection into account. Of course, the true user model p (6 |U) and author model p(fp |C)
are not known. Typically we have only a small collection of relevance judgments (q;,d;) at our disposal to help
infer these models.

As a special case of the risk minimization framework, assume that 6o and fp are the parameters of unigram
language models. Thus, p(-|0) is a distribution over a fixed word vocabulary. We choose as the loss function the
Kullback-Leibler divergence:

(w|60)

p
L(0g,0p) = p(w|6g)log
(6. 0p) Xw: (w]0q) p(w]00)
In this case, the risk R is the expected KL divergence, averaged over all document and query models, weighted
by the posterior probabilities.

Now, for a word list w = (w1, wa,...,wy,), let 0w be the empirical distribution of the list. That is, Ow is the
language model given by

pw]f) = 35w w)

Assume now that the query posterior probability is highly concentrated on a single point é\q, and similarly that

the document posterior probability is concentrated on a single point é\d. Then the risk is approximated by a
weighted KL divergence. That is (dropping the dependence on i and C in the notation),

R(diq) ~ —p(lqla)pBald)d  p(w|lq)logp(w|fa)+cq

where cq is a constant that doesn’t depend on the document, and so doesn’t affect the retrieval performance.
Note that the factor p(fq | d) includes prior information about the document, and in general must be included



when comparing the risk for different documents. This is critical when incorporating query-independent link
analysis, or other extrinsic knowledge about a document.

If now §q is just the empirical distribution of the query, §q, and the priors are uniform, then we obtain

1 — ~
R(d;q) ~ *Ezlogp(qilﬂd)Jrcq

i=1

This is precisely the log-likelihood criterion that has been used in all work on the language modeling approach
to date. Several other well-known IR frameworks can be derived as special cases of risk minimization.

In (Lafferty & Zhai, 2001) a query expansion method using language models is derived and applied in the risk
minimization framework, and tested empirically on TREC benchmarks with promising results.
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