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Abstract

Let the edges of the complete graph Kn be assigned independent uniform [0; 1] ran-
dom edge weights. Let ZTSP and Z2FAC be the weights of the minimum length trav-
elling salesman tour and minimum weight 2-factor respectively. We show that whp1

jZTSP � Z2FAC j = o(1). The proof is via by the analysis of a polynomial time algorithm
that �nds a tour only a little longer than Z2FAC .

1 Introduction

The starting point of this line of research is the foundational paper of Karp [9] in 1979. Karp
considered the following problem: The arcs of the complete digraphDn on vertex set [n] are given
independent uniform [0; 1] random edge weights. ZTSP denotes the weight of the minimum length
(directed) travelling salesman tour and ZASS denotes the minimum weight of an assignment for
the associated n�n matrixM of costs. Karp proved, via the analysis of an O(n3) time algorithm,
thatwhp jZTSP�ZASS j = o(1). This gave good theoretical backing for the empirical observation
(see e.g. Balas and Toth [2]) that the assignment problem provides a good lower bound for use
in branch and bound algorithms. A sequence of papers, Karp and Steele [10], Dyer and Frieze
[4] and Frieze and Sorkin [8] tightened this result. In particular, [8] proves that

jZTSP � ZASS j = O

�
(lnn)2

n

�
whp:

It is natural to try to prove a similar result for symmetric problems. Here the edges of the
complete graph Kn are assigned independent uniform [0; 1] random edge weights. Up to now
there has been almost no progress analysing this probabilistic model of the TSP. LetM =M(i; j)
once again denote the matrix of lengths. Here of course M is symmetric i.e. M(i; j) = M(j; i)
for all i; j 2 [n]. Let ZTSP = ZTSP (M) denote the length of the shortest Hamilton cycle.
It is unlikely that solving the assignment problem for M will yield a good approximation to
ZTSP since its solution (i; �(i)); i 2 [n] will likely contain many instances i; j where �(i) = j
and �(j) = i.2 It seems more sensible to start with the solution of the minimum weight 2-
factor problem. A 2-factor is a subgraph of Kn in which every vertex has degree 2 and so is a

�Supported in part by NSF grant CCR-9818411.
1By \with high probability" (whp) we mean \with probability 1-o(1) as n!1"
2Perhaps one could try to prove that Z2FAC � ZASS = 
(1) whp.
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collection of vertex disjoint cyles which cover all vertices in [n]. A minimum weight 2-factor can
be constructed in polynomial time. It is a classical problem in matching theory, see e.g. Lov�asz
and Plummer [11]. Let Z2FAC = Z2FAC(M) be the weight of the minimum weight 2-factor. A
tour i.e. a cycle with n edges is a 2-factor and so clearly z2FAC � zTSP . Our main result is:

Theorem 1

zTSP � z2FAC = o(1) whp: (1)

Furthermore, whp a tour of length z2FAC + o(1) can be constructed by a polynomial time algo-

rithm.

Now zTSP � zMST , the weight of the minimum spanning tree, and whp zMST � �(3)� o(1) �
1:202 : : : , Frieze [6]. Thus the tour produced by our algorithm is asymptotically optimal.

It as well to point out now what makes the symmetric case seemingly more diÆcult than the
asymmetric case studied in [9], [10], [4] and [8]. The solution to the assignment problem can be
represented as a permutation (i; ��(i)); i 2 [n]. It is straightforward to show that the distribution
of �� is uniform over the set of possible permutations. As such, the number of cycles of �� is
O(lnn) whp. This is a great help in the analysis. Now a random 2-factor will also have O(lnn)
cycles whp but it is not at all clear that the minimum weight 2-factor has a uniform distribution.

If it did, then we could replace the o(1) in (1) by O
�
(lnn)2

n

�
. Thus one of our problems has been

to put a high probability bound on the number of cycles in the minimum weight 2-factor. We
have not been too successful. We have only managed a \miserable" O

�
n

lnn

�
which is just on the

borderline of being useful. Any fewer and the paper would be much shorter. We will however
have to content ourselves with what we have and make the best of it.

Structure of the paper: In the next section we prove some preliminary results about the
structure of the minimum weight 2-factor F � = F �(M). In Section 3 we will describe a model
for use given the cycle structure of F �. In Section 4 we will describe our algorithm for �nding a
tour and prove that it is asymptotically optimal.

2 Preliminary Analysis

2.1 Upper bound on ZTSP

The �rst thing we shall do is prove a high probability upper bound on zTSP . It is quite weak
and obtaining a more precise bound remains an interesting open problem. (The work of Aldous

[1] combined with Karp [9] shows that for the asymmetric case, zTSP � �2

6
whp).

Lemma 1
zTSP � 6 whp:

Proof We use an old idea of Walkup [12]. Let Z be a random variable on [0; 1] with
Pr(Z � x) = 1�p

1� x for x 2 [0; 1]. Then if Z1; Z2 are independent copies of Z, minfZ1; Z2g
is distributed as a uniform [0; 1] random variable. So now for i < j let the edge lengths M(i; j)
be generated by minfZ1(i; j); Z1(j; i)g where the set Z1(i; j), 1 � i 6= j � n are independent
copies of Z.

For each integerm � 1 de�ne a random digraph ~�m with vertex set [n] and a directed arc (x; y) if

Z1(x; y) is one of the m smallest values Z1(x; j); j 6= x. By ignoring orientation in ~�m we obtain
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the random graph �m = Gm�out. Cooper and Frieze [3] showed that �4 is Hamiltonian whp.
If H is a randomly chosen Hamilton cycle of �4 then each edge has expected length � 2+4+6+8

4n
and so the expected length of H is � 5. It will be � 6 whp and its length bounds zTSP from
above. 2

2.2 The number of cycles in F
�

We can use Lemma 1 to help bound the number of cycles in a minimum weight 2-factor.

Lemma 2 Whp F � consists of at most 3n
lnn cycles.

Proof Let Z denote the number of cycles in the minimum weight 2-factor. For 3n= lnn �
r � n=3, we bound the probability that Z = r by the expected number of 2-factors with r cycles
and total weight � 6. The o(1) additive term below is from Lemma 1.

Pr(Z � r) � o(1) +

n=3X
r=3n= lnn

X
k1+���+kr=n

1

r!

�
n!

k1; : : : ; kr

� rY
i=1

(ki � 1)!

2

6n

n!

= o(1) +

n=3X
r=3n= lnn

6n

2rr!

X
k1+���+kr=n

rY
i=1

1

ki

= o(1) +

n=3X
r=3n= lnn

6n

2rr!
[xn](� ln(1� x))r

� o(1) +

n=3X
r=3n= lnn

6n

2rr!

(� ln(1� x))r

xn
80 < x < 1

= o(1) +

n=3X
r=3n= lnn

(12)n(ln 2)r

2rr!
x = 1=2

� o(1) +

n=3X
r=3n= lnn

(12)n
� e

2r

�r

� o(1) +

n=3X
r=3n= lnn

e�n=2

= o(1):

2

2.3 The longest edge in F
�

Let �20000 be as de�ned in the proof of Lemma 1. We �rst show that whp �20000 is a good
expander. For S � [n] let

~N20000(S) = fw =2 S : 9v 2 S such that (v; w) is an arc of ~�20000g:
N20000(S) = fw =2 S : 9v 2 S such that (v; w) is an edge of �20000g:

Lemma 3 Whp j ~N20000(S)j � 20jSj for all S � [n]; jSj � n=25.
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Proof

Pr(9S : jSj � dn=25e; j ~N20000(S)j < 20jSj) �
dn=25eX
s=1

�
n

s

��
n

20s

� � 21s
20000

��
n

20000

�
!s

�
dn=25eX
s=1

�ne
s

�s � ne
20s

�20s�21s
n

�20000s

=

dn=25eX
s=1

�
e21(21)20000s19979

(20)20n19979

�s

= o(1):

2

Every pair of large subsets of �20000 are joined by many edges:

Lemma 4 Whp �20000 contains at least 2n edges joining S and T , for all S; T � [n]; jSj; jT j �
n=50 and S \ T = ;.

Proof For �xed disjoint sets S; T of size n=50, the number of edges X joining S and T
dominates the binomial B

�
800n; 1

50

�
. Thus, by Cherno� bounds,

Pr(X � 3n) � e�5n:

So the probability there exists a pair S; T for which X � 3n is at most�
n

n=50

�2

e�5n = o(1):

(We should take account of multiple edges here, but whp there are o(n) of these). 2

No two vertices have many common neighbours in �20000.

Lemma 5 Whp every pair of vertices x; y have at most 2 common neighbours in �20000.

Proof The probability that there are a pair of vertices x; y with 3 common neighbours in
�20000 is at most �

n

2

��
n

3

��
40000

n

�6

= o(1)

since the probability that a pair of vertices are adjacent in �20000 is at most 40000
n and this

probability is reduced if we are given the existence of other edges. 2

Now let F be an arbitrary 2-factor. We consider alternating paths in �20000 with respect to F
i.e. paths of the form x0; x1; : : : ; xk where the edges (x2i; x2i+1) =2 F for 0 � i � dk=2e and the
edges (x2i�1; x2i) 2 F for 1 � i � bk=2c.

Lemma 6 Whp for every 2-factor F and for every pair of vertices x; y there is an odd length

alternating path from x to y of length at most 2i0 + 1 where i0 = 1 + dlog2(n=(50� 19996)e.

Proof Assume that the conditions of Lemmas 3, 4 and 5 hold.

Fix x; y; F and arbitrarily orient the edges of F to obtain ~F . For a vertex z let �(z) be de�ned

by (z; �(z)) is an arc of ~F .

We de�ne a collection of sets S0 = fxg; T0 = fyg; Si; Ti; i = 1; 2; : : : ; i0 where
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(i) The sets Si; �(Si); Ti; �(Ti); i = 1; 2; : : : ; i0 are pair-wise disjoint.

(ii) Si is reachable from x by an alternating path of length 2i� 1 (number of edges), 1 � i � i0.

(iii) Ti is reachable from y by an alternating path of length 2i� 1, 1 � i � i0.

(iv) jS1j = jT1j = 19996:

(v) jSi+1j = 2jSij and jTi+1j = 2jTij for 1 � i < i0.

Since (Lemma 5) jN20000(x) \ N20000(y)j � 2 we can choose ~S1 � N20000(x); ~T1 � N20000(y)
such that j ~S1j = j ~T1j = 19998 and ~S1; ~T1 are disjoint. At most 2 of the x; ~S1 edges are in F and
so we can choose 19996 members of ~S1 to make S1 and similarly we can choose 19996 members
of ~T1 to make T1.

Now suppose that we have chosen Si; Ti for some 1 � i < i0 and that s = jSij = jTij. Let
A0 = N20000(Si); B0 = N20000(Ti) and C = N20000(Si [ Ti) � A [B. Since jA0j; jB0j � 20s and
jCj � 40s we can choose A1 � A0; B1 � B0 such that A1 \ B1 = ; and jA1j = jB1j = 20s. By
deleting 2s vertices from A1 we obtain a set A2 � A0 of size 18s such that all Si : A2 edges are
not in F . De�ne B2 analogously.

Next let A3 = �(A2) and B3 = �(B2). At this point the only possible intersections among
A2; A3; B2; B3 are between A3 and B2 or between A2 and B3. Now choose 6s vertices A4 � A3

and let A5 = ��1(A4). Next choose 6s vertices B4 from B3 n (�(A4)[A5). By so doing we have
A4; A5; B4; B5 = ��1(B4) disjoint.

Since ������
i�1[
j=0

(Sj [ ��1(Sj) [ Tj [ ��1(Tj))

������ � 4s

we can �nd Si+1 � A4; Ti+1 � B4 so that (i) above holds and so complete the inductive step.

Now jSi0 j; jTi0 j � n=50 and so (Lemma 4) there are at least 2n edges joining these 2 sets, at
least one of which is not in F . This proves the existence of the required alternating path. 2

We now de�ne the weight of an alternating path P w.r.t. F � to be the di�erence between the
sum of the weights of the edges of P which are not in F � and the sum of the weights of the edges
of P which are in F �.

Lemma 7 There exists an absolute constant C1 > 0 such that whp every pair of vertices is

joined by an alternating path of weight � C1 lnn
n .

Proof We will need the following inequality, Lemma 4.2(b) of Frieze and Grimmett [7].

Suppose that k1 + k2 + � � �+ ks � a, and Y1; Y2; : : : ; Ys are independent random variables with
Yi distributed as the kith minimum of N independent uniform [0,1] random variables. If � > 1
then

Pr

�
Y1 + � � �+ Ys � �a

N + 1

�
� ea(1+ln���): (2)

Let

Z1 = max

(
kX
i=0

M(x2i; x2i+1)�
kX
i=1

M(x2�1; x2i)

)
; (3)
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where the maximum is over sequences x0; x1; : : : ; x2k+1 where k � i0 and M(x2i; x2i+1); i =
0; 1; : : : ; k is stochastically dominated by the 20000th smallest of n � 3 independent copies of
the random variable Z of Lemma 1. (Here we can use the fact that in our de�nition of an
alternating path the weight of (x2i; x2i+1) is stochastically dominated by the minimum of the
n � 3 Z1(x2i; y)'s corresponding to edges not in F . Notice that this quantity is independent of
the length of (x2i+1; x2i+2)). The remaining edge lengths are uniform and all lengths can be
taken as independent. Because 1 � p

1� x � x=2 for x 2 [0; 1] we see that Z is stochastically
dominated by 2U where U is uniform [0; 1].

We estimate the probability that Z1 is large. Indeed, for any � > 0 we have

Pr

�
Z1 � �

lnn

n

�
�

i0X
k=1

n2k+2 1

(n� 3)k+1

1

k!
�

Z 1

y=0

2
4�y lnn

n

�k X
�1+���+�k+1�20000(k+1)

q(�1; : : : ; �k+1; � + y)

3
5 dy

where

q(�1; : : : ; �k+1; �) = Pr

�
X1 + � � �+Xk+1 � �

lnn

n

�
;

X1; : : : ; Xk+1 are independent and Xj is distributed as twice the �jth minimum of n� 3 inde-
pendent copies of Z.

Explanation: We have at most n2k+2 choices for the sequence x0; x1; : : : ; x2k+1. The term

1
k!

�
y lnn
n

�k
bounds the probability that the sum of k independent uniforms, M(x1; x2) + � � � +

M(x2k�1; x2k), is at most y lnn
n . We integrate over y. 1

n�3 is the probability that (x2i; x2i+1)
is the �ith shortest (in terms of Z1) edge leaving x2i, and these events are independent for
0 � i � k � 1. The �nal summation bounds the probability that the associated edge lengths

sum to at least (�+y) lnn
n .

It follows from (2) that if � is suÆciently large then, for all y � 0, q(�1; : : : ; �k; �+y) � n�(�+y)=4

and

Pr

�
Z1 � �

lnn

n

�
� 2n1��=4

i0X
k=1

(lnn)k

k!

�
20000(k + 1)� 1

k

�Z 1

y=0

ykn�y=4dy

� 2n1��=4
i0X
k=1

(lnn)k

k!

�
160000e

lnn

�k+1

�(k + 1)

� 2n1��=4(160000e)i0+2

= o(1):

for suÆciently large �. 2

The following lemma is almost immediate:

Lemma 8 Whp F � contains no edge longer than C1
lnn
n .

Proof Suppose that F � contains an edge e = (x; y)of length greater than C1
lnn
n . Construct

the alternating P path from x to y promised by Lemma 7. By removing e and the F � edges of
P from F � and replacing them with the non-F � edges of P we obtain a 2-factor of lower weight.

2
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Note that whp F � contains an edge of length � lnn
n . The distribution of the subgraph induced

by edges of length � p is the random graph Gn;p for any p 2 [0; 1] and we need p � lnn
n in order

that Æ(Gn;p) � 2 whp.

We use the notation p0 = C1
lnn
n for the remainder of the paper.

As consequence of Lemma 8, we see that whp F � does not contain many very short cycles.

Lemma 9 Whp F � contains at most n3=4 cycles with fewer than lnn
2 ln lnn edges.

Proof Let Xk denote the number of cycles of Kn, with k or fewer edges, all of whose edges
are of length at most p0. Then

E(Zk) =
kX
l=3

�
n

l

�
(l � 1)!

2
pl0 �

kX
l=3

(C1 lnn)
l

2l
� (C1 lnn)

k � n1=2+o(1)

if k � lnn
2 ln lnn . Now use the Markov inequality. 2

Incidentally, this is one place where trying to use the assignment bound ZASS would cause
trouble. There is no obvious limit to the number of double edges in the optimum assignment.

2.4 Long and short edges

We can divide the edges of Kn into long, length � p0 and short edges. From the previous section
we see that whp it is enough to �nd a minimum weight 2-factor in the graph induced by the
short edges. If for each short edge (x; y) we generate an extra parallel edge with length uniform
in the range [p0; 1] then we can consider that we start with Gn;p0 , with edge weights uniform
in [0; p0] plus an independent Kn with edge weights uniform in [p0; 1] where we always use the
shortest edge between a pair of vertices x; y.

We further divide the long edges into very long, length � 2p0 and medium length edges. Thus
we will obtain another Red copy of Gn;p0 with weights in the range [p0; 2p0] and a Blue copy of
Kn with edge lengths in the range [2p0; 1].

It is important to realise that when we say we use an edge of a particular graph, say a red edge,
we are really just upper bounding the length of the edge in the original Kn.

3 A Conditional Model

For a permutation � of [n] and matrix of weights M we de�ne M� by M�(i; j) =M(�(i); �(j)).
Clearly M and M� have the same distribution. So for any 2-factor F ,

Pr(F �(M) = F ) = Pr(F �(M�) = F:

But F �(M�) = F i� F �(M) = F Æ � where (i; j) is an edge of F Æ � i� (�(i); �(j)) is an edge of
F . So

Pr(F � = F ) = Pr(F � = F Æ �):
Now as � ranges over the n! permutations of [n], F Æ � ranges over all 2-factors having the same
cycle structure as F { cycle i1; i2; : : : ; il; i1 of F is mapped to cycle ��1(i1); �

�1(i2); : : : ; �
�1(il);

��1(i1) of F Æ �. By symmetry each of these 2-factors appears the same number of times.
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For k = 3 � k1 � k2 � � � � � km we let 
k denote the set of 2-factors with these cycle sizes. If
we compute F � by �rst choosing a random permutation �, then computing F �(M�) and then
taking F �(M�) Æ � then we see that:

Given F � 2 
k; F
� is a random member of 
k: (4)

So we will now �x the cycle sizes k and assume that the conditions of Lemmas 2, 9 hold. We
will run our proposed algorithm under the assumption that we know A =M� and ~F = F �(M�)
but that � is a random permutation that we will expose as necessary. More precisely we assume
that

(i) F �(A) 2 
k.

(ii) The conditions of Lemma 10 below are satis�ed.

(iii) We have the graphs Hi; i = 1; 2; : : : ; �1 of Section 2.4.

It will help to imagine that we have m cycles C1; C2; : : : ; Cm where jCij = ki; i = 1; 2; : : : ;m.
We can imagine these as being drawn in a plane. The vertices of these cycles are X =
fx1; x2; : : : ; xng. We will assume that these cycles have an (arbitrary) orientation. Then for
each x 2 X there is a predecessor �(x) on the same cycle as x. As we go we expose a random
mapping f from [n] ! X and then � = f�1�f . If we establish that f(i) = xk and f(j) = xl
then we will also establish the length of the edge (xk; xl) as A(i; j).

The vertices of X and [n] are divided into exposed and unexposed. v 2 [n] is exposed i� f(v) has
been determined and x 2 X is exposed i� f�1(x) has been determined.

4 The algorithm

We break our algorithm into 2 phases: A Greedy Phase and an Extension-Rotation Phase.

4.1 The Greedy Phase

We start by deleting an edge of C1. This leaves a path P0. In general, we have a path P , with
endpoints a0; a1. Initially P = P0. We further have a collection of cycles C = CS [ CL where
CS = fC 2 C : jCj � (logn)2g. Initially C = C2; C3; : : : ; Cm. We de�ne the set of vertices
R =

S
C2CS C. All of the vertices of P will be exposed. Most of R will be unexposed. We end

the Greedy Phase when jRj �rst drops below np
lnn

.

UR denotes the set of unexposed vertices in R and Un denotes the unexposed vertices of [n]. We
never allow the number of exposed vertices in R to reach more than 10 n

lnn . We terminate the
algorithm and fail if we expose this number.

A general step of this phase involves the following normal substeps:

(S1) Determine f�1(a1) by a random choice from Un.

(S2) Determine the shortest acceptable (de�ned below) edge (a1; x) from a1 to a vertex � of CS
for which �(�) is unexposed. Assume that x lies in cycle C. Delete the edge (x0 = �(x); x)
from C to create a path Q. Now replace P by P +Q and delete C from C.

8



Thus each step reduces the number of cycles left by one, at a cost of less than the length of the
edge (a1; x).

In step S2 above, a1 is replaced by x0. So we want x0 to be unexposed and to have many
unexposed vertices which are close to it. Let

!1 = 2(lnn)1=4 !2 = (lnn)1=3 � = (lnn)�1=5

!01 = 2(lnn)5 !02 = (lnn)7 �0 = (lnn)�1

� 2 R is good if

(i) � is unexposed and

(ii) the !1th nearest unexposed vertex in R is � !2
jRj away and

(iii) the !01th nearest unexposed vertex in R is � !0

2

jRj away and

(iv) if the cycle containing v is C then either

(a) jR n Cj � np
lnn

or

(b) jR n Cj > np
lnn

, at most 1/2 of �'s �rst !1 nearest unexposed vertices in R are in C

and at most 1/2 of �'s �rst !01 nearest unexposed vertices in R are in C.

We de�ne the edge (a1; x) to be acceptable if x0 is good.

We check now that the search for x can actually be done without exposing too many vertices:
We know ~a = f�1(a1). We go through � 2 f�1(R) in increasing order of A(~a; �). If � is exposed
then we go on to the next �. If � is unexposed then we choose � = f(�) randomly from UR. Let
�0 = �(�). If �0 has been exposed, we go onto the next �. Otherwise we expose �0 by randomly
choosing � = f�1(�0) from Un. We then check to see whether or not �0 is good. We go through
� 2 f�1(R) in increasing order of A(�; �) and we examine the �rst !01 unexposed � and see
whether conditions (ii), (iii) of goodness are satis�ed. We do not expose these � unless �0 passes
this test and we take x0 = �0.

We need to be sure that in Step S2 we are likely to �nd a short acceptable choice of edge. Before
considering the expected length of the accepted edge, we mention what are the only possibilities:
Recall that C is the cycle containing x.

(A) jR n Cj � np
lnn

.

(B) jR nCj > np
lnn

, at most 1/2 of �'s �rst !1 nearest unexposed vertices in R are in C and at

most 1/2 of �'s �rst !01 nearest unexposed vertices in R are in C.

(C) jR nCj > np
lnn

and more than 1/2 of �'s �rst !1 nearest unexposed vertices in R are in C.

(D) jR nCj > np
lnn

and more than 1/2 of �'s �rst !01 nearest unexposed vertices in R are in C.

In Case A we terminate the Greedy Phase and begin the Extension-Rotation phase. Otherwise
we can expose the vertices of C and determine which of Cases B{D we are in. Now,

Pr(C or D) � 2!1
�
(lnn)5=2

n

�!1=2
+ 2!

0

1

�
(lnn)5=2

n

�!0

1=2

� n�10 (5)
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and this probability is small enough that we can a�ord to fail if either Case C or D happens. We
assume therefore that we do not come across these cases. They would cause trouble, because
when we extend P by adding C, we would �nd that many of the close unexposed vertices to x0

are on the new path and are therefore unusable.

We next need to estimate the expected length of the edge (a1; x) in Case B.

Lemma 10 Suppose the following holds as n!1,

�0 ! 0;
�!2

ln lnn
!1;

!2
!1 ln!2

!1:

Whp, for every K � [n]; k = jKj � n=
p
lnn and L � K; jLj � �0k there are � �k vertices

whose !1th closest neighbour in K n L is at M distance � !2
k .

Proof The probability that there exist K;L not satisfying the conditions of the lemma is
at most

�
n

k

��
k

�k

��
k

�0k

� !1X
i=0

�
k(1� �0)

i

��!2
k

�i �
1� !2

k

�k(1��0)�i!�k

�
�
ne

k
�
�e
�

��
�
�
e

�0

��0 �
((1� �0)!2)

!1e�!2(1��0)
���k

! 0:

2

We know that a1 was either obtained from C1 or was a good vertex chosen in the previous step.

In both cases there were at least !1 (resp. !
0
1) edges of length � !2

jRj (resp. � !0

2

jRj ) to unexposed
members of R. Because cases C, D are ruled out, at most 1/2 of these are absorbed into P .
Using Lemma 10 with �0 =

10p
lnn

(a bound on the proportion of exposed vertices in R) we see

that the expected length of the edge (a1; x) is at most

!2
jRj + (�0 + �+ �0)!1=2

!02
jRj + (�0 + �+ �0)!

0

1=2 � 2(lnn)1=3

jRj : (6)

Explanation Assume the condition of Lemma 10 holds. Let K = R and L = R nUR. �0+ �+ �0

bounds the probability that for a randomly chosen vertex x of R has �(x) =2 UR or �(x) fails
tests (ii), (iii) of goodness.

Furthermore,

E(number of vertices exposed per step before �nding an acceptable edgej previous steps)
� 1

1� (�0 + �+ �0)
� 2: (7)

It is not therefore diÆcult to show that whp we never expose more than 9n
lnn vertices due to

these steps.

We now return to the main cost of the Greedy Phase (as de�ned in (6)).

We remind the reader that the lengths of the cycles in the optimal 2-factor F � are k1; k2; : : : ; km
where m � 3 n

lnn and k1 = mini ki.

We can take k1 � (lnn)2 for otherwise m � n=(lnn)2 and we can dispense with a Greedy Phase
and just use the Extension-Rotation Phase. In this Phase whp we remove a cycle at the cost of

10



O
�
lnn
n

�
per cycle. Thus in the case of k1 � (lnn)2 we can whp �nd a tour of length O((lnn)�1)

more than the length of F �.

We now wish to bound the expected sum of the lengths of the edges added in normal steps.
Suppose that we have re-ordered the cycles so that they are absorbed into P in order 1,2, : : : .
Assume that CL = fC�+1; C�+2; : : : ; Cmg and let KL =

Pm
i=�+1 ki.

Let Li = n� k1 � k2 � � � � � ki �KL = ki+1 + ki+2 + � � � + k�, m
0 = minfi : Li � np

lnn
g. We

note that the Greedy Phase is only concerned with the �rst m0�1 cycles. Next let I = fi : ki �
L = lnn

2 ln lnng. We can assume (Lemma 9) that jIj � n3=4. Then let

S(m0) =
m0�1X
i=1

(lnn)1=3

Li
:

It will suÆce to show that S(m0) = o(1). For then (6) will imply that the expected weight of
the edges added in the Greedy Phase is o(1) and so is o(1) whp by the Markov inequality.

m0�1X
i=1

1

Li
� jIj

p
lnn

n
+

m0�1X
i=0

1

L1 � iL

� O(n�1=4
p
lnn) +

Z m0

x=0

dx

L1 � xL

= O(n�1=4
p
lnn) +

1

L
ln

�
L1

L1 �m0L

�
= O((lnn)�1=2)

since L1 �m0L � Lm0�1 � (jIj+ 1)L � n
2
p
lnn

and m0 � 3n
lnn .

Thus S(m0) = O((lnn)�1=6) and we are done.

4.2 Final Extension-Rotation Phase

We enter this phase with a path P and, most importantly, onlym00 = m�m0+jCLj = O
�
n ln lnn
(lnn)3=2

�
cycles. We will absorb each cycle into P at an expected cost of O

�
lnn
n

�
and with the same cost

turn the �nal n� 1 edge Hamilton path into a tour and so complete the proof of Theorem 1.

We will use rotations and �20000 of Section 2.3 for this task. At a general stage we have, as
usual, a path P plus a collection of vertex disjoint cycles C which cover a set of vertices R. Let
the endpoints of P be a; b.

If a (or b) has a �20000-neighbour x in R then we replace P by P + C � (x; x0) where C is the
cycle containing C and x0 is a neighbour of x on C. We do not need to be concerned anymore
with good or bad vertices. We call this operation, extending P and for every path obtained by
rotation, we also see if an extension is possible. So, in the discussion of rotations below, assume
that no extension is possible for any path produced.

For a path P = a = a0a1; : : : ; ah and edge ahai we say that the path P
0 = a0a1:::aiahah�1:::ai+1

is obtained from P by a rotatoin with a0 as �xed endpoint. For a vertex v 2 P let �(v) be the
minimum number of rotations, with a �xed, needed to construct a path with v as an endpoint.
�(v) =1 if it is not possible to construct such a path. Then let

S(P; a; t) = fv 2 P : �(v) = tg:

11



It follows from Lemma 3 that

jS(P; a; t)j � n=25 implies jS(P; a; t+ 1)j � 9jS(P; a; t)j (8)

Indeed, assuming no extensions are possible, and proceeding inductively,

jS(P; a; t+ 1)j � 1

2

 
jN20000(S(P; a; t))j �

tX
�=0

jS(P; a; �)j
!
� 1

2

�
20� 9

8

�
jS(P; a; t)j:

It follows that for some t� � log9 n=25 we �nd that jS(P; a; t� + 1)j � 9n=25. Let END(a) =
S(P; a; t� + 1).

Now we have for each v 2 END(a) a path Pv with endpoints a; v which goes through all
vertices of P (unless we have found an extension). For each such v construct the set END(v) =
S(Pv; v; tv), tv � 1 + log9 n=25 for which jEND(v)j � 9n=25. Putting END = fag [ END(a)
we see that we have created a collection of sets END(v); v 2 END, each of size � 9n=25 with
the property that

v 2 END; w 2 END(v) implies that there is a path P [v; w] with endpoints v; w going

through all vertices of P and such that P [v; w] di�ers from P in at most (9)

2(1 + log9 n=25) edges

Now we can use the Red copy of Gn;p0 (see Section 2.4) to �nd a Red edge joining some v 2 END
to w 2 END(v). Whp we only need to check O(lnn) such pairs v; w for each cycle before �nding
a red edge, O(n) pairs altogether. thus we will whp �nd a Red edge each time we need to.

Once we have turned P into a cycle C, we can use the fact that whp �s is connected for s � 2,
Fenner and Frieze [5], to assert the existence of a �20000 edge joining C to C. In the event that
C is empty, we have �nished.

The cost of the added Red edges is O(m00p0) = o(1). We can use (2) and (9) to see that whp
the total weight of �20000 edges used in this phase is O

�
m00 lnn

n

�
= o(1) and we are �nished with

the proof of Theorem 1.

As a �nal remark we observe that in order to improve and simplify the above analysis, it would
be most fruitful to try to improve the result of Lemma 2.
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